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B o7 7u—F, LALZEZIZEaEihd o7

- ‘ 5001003
% (Role) OBAE(L
HAFAELT, C5MBERTH? O
(73 7EDmBE1L) OD DD @O O O Y OOO O@ O@
Examples: Chain, Star, GPT-Swarm O[O[O[0O 01000
Multi-LLM BL2OEFLENRER (75v2Hv52) . BEOEARHVTS, EEHNETNEBRIEL,

Systems

Ed (Weight) O&EE1L

BEFNELSBLTEN? A
(EFILINS X— 2 D:ER) -

Examples: Model Soups, DARE-TIES, Model Swarms
BZEDIEPEBEREE, RROERETH. XEROMHIBITNIRVERETIEL,

CNETOMRIF, g2 D TEH) b, EE5D—HLIRBELTITWED o7
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HETEROGENEOUS SWARMS: #%&|, ¥ T#HA) ORgE{t
BED [F—LER LEED TXYN—itH) %, FABICEDITHT,

E# (Weight)
/ EFIXONT X~ 2% B
\‘ 122l (Role) - B8 A % Bt

Goal : Iilfa){g{ f(A, X)

A . 818175 (Adjacency Matrix) X : ETILEAESR (Model Weights)  f : RhFIRAE (Utility Function)
- ETIIVEOERBERE ER -BETINDENEZESR - R DEERDT (e.g., EFEE)
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RE(LDOLZLY TV  NFEEEOEIE (PSO)
MO Ao RERIERZLEEZ. EO>oTHwmE{LTAIDH ?
SECAZEDEFRNGE77)L U X L. PSO,

# 1.i%% (Explore):

ZHF (BROEMH) HEEERUES,
— /‘\\%___,/
o ° "] 2.521€ (Remember):
D c N=YFIRZ D (pi): BADREICROIT-ERHR
V- _ > + JO=NILRZ B (g): BN2BHTROIT-BEtA
L

1 3. @4 (Update): EE 'V LB X £ EH.

— L VGERE « (181%) + (BEXZ FADS| ) + (2EARZ bAD3| 1)
v i e whv_i o+ c1*r1*(p_i - x_1) + c2*r2*(g - x_i)’

o—— o
‘ \ 7 PSOIE MEADRINER ¢ TS EORIKER,
: £HDIC. BULREEANICEET 3.
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Step 1: Role-step — fili7s | F— LG ] DIRR

Goal: ETILOEHA (X) ZETE L. mBELERBE (A) ZREDlT 5%,

The Challenge:

PSOI3:EMElE (P75 A)
2D RITT BICITHE
B2 57 (DAG) h'ihE, | 097|060

0.23 1 0.68

esN 0.76 [0.82 | 0.26 | 0.23

B

G-decode Process (The Architect)

061| 1 |o082 [M0EaY 028 | | k =top-p({1/Xay}):

BRI/ — RERIR, @ @
u = top-p({Xa;;}): B
s P ki, e

P(u—v) o« exp(ay,):
BFEERICEIIT v UEBNL

The Solution:
G-decode7 )LV X L

0.23 | 0.26

—0-

—~— > e > > @)
PSOLoop 1.i#M0nA% i 2. % A %G-decode T i 3. DAGREFL. B F 4, A7 %TTICPSOH A @
for Roles PSOTEER DAGICZE#H f(G-decode(A)) % FF{i BhEIsICBWLWARNES

i |
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Step 2: Weight-step — il 4 DHE) )1 D izt

Goal: REDHEE A _best ZEEL. FETILOEH x; Z#IL S 3o

EITE SN 7-DAG
(A_best)
* % *%k
The Challenge Svanms A 2
=g 508 (Credit Assignment) (M times)
- F—LORINCHEDN N FER LD ? » > Xj. = X))
LLM Pool X > X = f(Xj)

**The Solution™*: JFK-score

“Ask not what the multi-LLM system **JFK-score®5tE (The Performance Review)**
can do for you, ask what you can do for

the multi-LLM system.” JFK-score(x;) =
(BTN x; DEMEIER. BFLIF—LOAIT7DEARTIFY)

PSO Loop A 1LBETIL b > I:“h 2. JFK-scoreZ BB ¢ LT,
for Weights PSODHIF EFINDEAZERH.
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G IRE e EADOELL—T

Swarm of Graphs

Swarm of Models

(ERMBEFITIDEEN) (LLMDEEN) /F =
[ 5\ Role-step
{ " £ — £
| - | — —> = —>
-4 } SiNE {_ J @ =
- Matrix G-decode Evaluate PSO
f(A) Update on A
e Y
"while fis improving..."
@ .
\ Weight-step S
—| AP~ R
UT:I Vol Randnmu. Calculate PSO
o Assignment JFK-score Updateon X

Model Weights "X

4

"A_best’
(RBDT S 71@E)

128 (#8) t&H (BEH) B\ BEWMCEHEZSZLBHS XX 7ICHRELTWL,
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Z LT, iRl

Knowledge Reasoning  Agent Misc. 11/122 XV T TEEE
MMLU-pro  GSM8k  GAIA-text GAIA-text (SOTA)
BEST SINGLE 63.9 Zhdl T 25.9 35.2
L S —-
MODEL SWARMS 82.7 22.6 70.9 40.3 2 DFEICH L.

GPT-SWARM 89.8 26.5 97.4 40.6 $ﬁ] +18.5%
D1EREM L

1%&l(Role) & EH(Weight)D
mafbid. 2X7I1C&2T
FEEHLRLD

H-SWARMS 82.5 28.7 81.4 59.6
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'1+1>2) DOFEHH : WiEAFITE (Collaborative Gain)

PN THEEEIRIERIICHZDH ?

C-GainMDES : B< DLLMA  p% LHEEIT A VWEREICK L. BN pl ZEBX THRITAES L.
C-Gain =% (|B_n|/|D|) * (Acc(B_n) - EA(B_n))

H-Swarms

EMRDIEFF=E (Acc(B_n))

] | -
—8 LTIEDC-Gain C-Gain>0 e
IS
ETHHZET. % o @‘;Eéﬁb {ExEﬁEed}ﬁccm?cy
HAfFEZ [0l 2 M EE, i o
S EUFRYEET

: 4—— BREDHEDTRD >
TI-.FI:ﬁ%E (Bg) G)?B

18.1%% &R,

BREDHSE (&% DLLMD S BEHADIERR T E1chH ? n/10)
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227 148E (Accuracy)

PRIAIDFEE 2R 1E) (H D

BROF—LIFZ. 20—20F—L%EEET B,

"10x1
(L0BEDRY:ZEFIL x 11%)

ZREZERKICT
D T, tHeeld
$i5890/0|ﬁ|J:0

"5x2
(STEEEDETIL x 21F)

'2x5
QBHEDET )L x 5(%)

"1x10

$MD L ARJL (Level of Diversity)
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Percentage of Roles

(=2 DEIR)

YATLABHOLEET S e

a1 b D1BFE T, &1

227 BOEREIDHT

K-Crosswords

=T LI BT

B divide (52))
B refine (&)

feedback (71— K/\w %)
irrelevant (ZEE{R)

Optimization Iterations (&:8{L % 1E)

EE{RE TORIIDOEE

EE}]L-E;Fﬁﬁ/\ tl_ﬂ::_é_éo

DAGH D& & 1%2)

Branching nodes  Converging nodes

(5302 / — F) (RR/ — )
mIE{ B2 T D E1RE!

& NotebooklLM



Heterogeneous Swarms»$ 7z & L 7242 D Hiiik

71— T —7
JILFLIMY 27 L O%E] (48
E) LEA (BH) ZREICEE

1t9 3. YIOFE—RIRE» &L,

JFK-score

BL2DETIVORREZ AN
_1'th\ 1::1 EIJéFﬂE‘E%ﬁJ&n
SAHAEBEEADEZRIL.

G-decode

RE TR BT TS D 5 RERTRY A
DAGZ AR L. 75 7HhEDE
ek z FT8EIC LT,

SERIE & 3
RS RS TR R L,

HRFE. SREOERN. =Y
ML Vo TR BRI R 248 o
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